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Abstract

In this paper we investigate the minimum distance of generalized toric
codes using an order bound like approach. We apply this technique to
a family of codes that includes the Joyner code. For some codes in this
family we are able to determine the exact minimum distance.

1 Introduction

In 1998 J.P. Hansen considered algebraic geometry codes defined over toric sur-
faces [7]. Thanks to combinatorial techniques of such varieties he was able to
estimate the parameters of the resulting codes. For example, the minimum dis-
tance was estimated using intersection theory. Toric geometry studies varieties
which contain an algebraic torus as a dense subset and where moreover the
torus acts on the variety. The importance of such varieties, called toric vari-
eties, resides in their correspondence with combinatorial objects, which makes
the techniques to study the varieties (such as cohomology, intersection theory,
resolution of singularities, etc) more precise and at the same time tractable
[3, 6].

The order bound gives a way to obtain a lower bound for the minimum
distance of linear codes [1, 4, 5, 9]. Especially for codes from algebraic curves
this technique has been very successful. In this article we will develop a similar
bound for toric codes. Actually our bound also works for the more general class
of generalized toric codes (see Section 2). This will give a new way of estimating
the minimum distance of toric codes that in some examples give a better bound
than intersection theory. Another advantage is that known algorithms [4, 5]
can be used to decode the codes up to half the order bound. As an example
we will compute the order bound for a family of codes that includes the Joyner
codes [11]. For this reason we call these codes generalized Joyner codes. Also we
will compute the exact minimum distance for several generalized Joyner codes.
It turns out that a combination of previously known techniques and the order
bound gives a good estimate of the minimum distance of generalized Joyner
codes.

The paper is organized as follows. In Section 2 we will give an introduction
to toric codes and generalized toric codes, while in Section 3 the order bound
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for these codes will be established. The last section of the paper will illustrate
the theory by applying the results to generalized Joyner codes.

2 Toric Codes and Generalized Toric Codes

Algebraic geometry codes [9, 19] are usually defined evaluating algebraic func-
tions over a non-singular projective variety X defined over a finite field. The
functions of L(D) are evaluated at certain rational points of the curve (P =
{P1, . . . , Pn}), where D is a divisor whose support does not contain any of the
evaluation points. The zeros and poles of the functions of L(D) are bounded by
D. More precisely, the algebraic geometry code C(X,D,P) is the image of the
linear map:

ev : L(D) → Fnq
f 7→ (f(P1), . . . , f(Pn))

In this section we introduce toric codes, that is, algebraic geometry codes
over toric varieties. One can define a toric variety and a Cartier divisor using a
convex polytope, namely, a convex polytope is the same datum as a toric variety
and Cartier divisor. Let M be a lattice isomorphic to Zr for some r ∈ Z and
MR = M ⊗ R. Let P be an r-dimensional rational convex polytope in MR and
let us consider XP and DP the toric variety and the Cartier divisor defined by
P [15]. We may assume that XP is non singular, in other case we refine the fan
[6, Section 2.6]. Let L(DP ) be the Fq-vector space of functions f over XP such
that div(f) +DP � 0.

The toric code C(P ) associated to P is the image of the linear evaluation
map

ev : L(DP ) → Fnq
f 7→ (f(t))t∈T

where the set of points P = T is the algebric torus T = (F∗q)r. Since we evaluate
at #T points, C(P ) has length n = (q−1)r. One has that L(DP ) is the Fq-vector
space generated by the monomials with exponents in P ∩M

L(DP ) = 〈{Xu = Xu1
1 · · ·Xur

r | u ∈ P ∩M}〉 ⊂ Fq[X1, . . . , Xr]

The minimum distance of a toric code C(P ) may be estimated using intersec-
tion theory [8, 15]. Also, it can be estimated using a multivariate generalization
of Vandermonde determinants on the generator matrix [13]. For plane poly-
topes, r = 2, one can estimate the minimum distance using the Hasse-Weil
bound and combinatorial invariants of the polytope (the Minkowsky sum [12]
and the Minkowsky length [17]).

An extension of toric codes are the so-called generalized toric codes [16].
The generalized toric code C(U) is the image of the Fq-linear map

ev : Fq[U ] → Fnq
f 7→ (f(t))t∈T

where U ⊂ H = {0, . . . , q − 2}r and Fq[U ] is the Fq-vector space

Fq[U ] = 〈Xu = Xu1
1 · · ·Xur

r | u = (u1, . . . , ur) ∈ U〉 ⊂ Fq[X1, . . . , Xr].
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Let u be u mod ((q− 1)Z)r, that is u = (u1 mod (q− 1), . . . , ur mod (q−
1)), for u ∈ Zr, and U = {u | u ∈ U}. The dimension of the code C(U) is
k = #U = #U , since the evaluation map ev is injective.

By [16, Theorem 6], one has that the dual code of C(U) is C(U⊥), where
U⊥ = H \ −U , with −U = {−u |u ∈ U}. Namely, we have

ev(Xu) · ev(Xu′) =

{
0 if u+ u′ 6= 0
(−1)r if u+ u′ = 0

(1)

for u, u′ ∈ H, where · denotes the inner product in Fnq .
The family of generalized toric codes includes the ones obtained evaluating

polynomials of an arbitrary subalgebra of Fq[X1, . . . , Xr] at T , in particular
toric codes. However, there is no estimate so far for the minimum distance in
this more general setting, the order bound techniques in this paper will apply to
generalized toric codes as well. From now on we will consider generalized toric
codes but for the sake of simplicity, we will just call them toric codes.

3 The Order Bound for Toric Codes

In this section we follow the order bound approach to estimate the minimum
distance of the dual code of a toric code C(U), for U ⊂ H.

Let B1 = {g1, . . . , gn} and B2 = {h1, . . . , hn} be two bases of Fq[H]. For
c = ev(f) ∈ C(U), we consider the syndrome matrix S(c) = (si,j)1≤i,j≤n, with
si,j = (ev(gi)∗ev(hj)) ·ev(f) = ev(gihj) ·ev(f), where ∗ denotes the component-
wise product. In other words, S(c) = M1D(c)M t

2, where D is the diagonal
matrix with c in the diagonal and M1 and M2 are the evaluation matrices given
by

M1 =


g1(t1) g1(t2) · · · g1(tn)
g2(t1) g2(t2) · · · g2(tn)

...
...

...
...

gn(t1) gn(t2) · · · gn(tn)

 , M2 =


h1(t1) h1(t2) · · · h1(tn)
h2(t1) h2(t2) · · · h2(tn)

...
...

...
...

hn(t1) hn(t2) · · · hn(tn)

 .

Here t1, . . . , tn denote the points of the algebraic torus. Note that M1 and
M2 have full rank, since the evaluation map is injective. This implies that the
rank of S(c) equals wt(c). It is convenient to consider bases of Fq[H] consisting
of monomials, that is, we set gi = Xvi and hi = Xwi , for i = 1, . . . , n, with
{v1, . . . , vn} = {w1, . . . , wn} = H. Then, we can easily compute the syndrome
matrix for a codeword using the following lemma.

Lemma 3.1. Let f =
∑

u∈H λuX
u and S(ev(f)) = (si,j)1≤i,j≤n the syndrome

matrix of ev(f). Then, one has that si,j = (−1)rλ−(vi+wj)
. In particular, si,j

is equal to zero if and only if vi + wj /∈ −supp(f), where supp(f) denotes the
support of f , supp(f) = {u ∈ H | λu 6= 0}.

Proof. By definition,

si,j = ev(Xvi+wj ) · ev(
∑
u∈H

λuX
u) =

∑
u∈H

ev(Xvi+wj ) · ev(λuX
u)

= (−1)rλ−(vi+wj)
(by (1)).
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Therefore, si,j is equal to zero if and only if −(vi + wj) is not in the support

of f . Equivalently, si,j = 0 if and only if vi + wj /∈ −supp(f).

To bound the minimum distance using order domain theory, we should give
a lower bound for the rank of the syndrome matrix. Since the order bound gives
an estimate for the minimum distance of the dual code, we begin by considering
C(U)⊥ = C(U⊥) to get a bound for the minimum distance of C(U).

Let H = {u1, . . . , un}, with U⊥ = {u1, . . . , un−k} ⊂ H, notice that U =
{−un−k+1, . . . ,−un}. We are dealing with an arbitrary order on H, we only
require, for the sake of simplicity, that the first n − k elements of H are the
elements of U⊥. For l ∈ {0, . . . , k − 1}, we consider the following filtration of
codes depending on the previous ordering

C  C1  C2  · · ·  Cl  Cl+1,

where C = C(U⊥) and Cm = C(U⊥∪{un−k+1, . . . , un−k+m}), for m = 1, . . . , l+
1, and their dual codes,

C⊥ ) C⊥1 ) C⊥2 ) · · · ) C⊥l ) C⊥l+1,

with C⊥ = C(U) and C⊥m = C(U \{−un−k+1, . . . ,−un−k+m}), for m = 1, . . . , l+
1, since (U⊥ ∪ {un−k+1, . . . , un−k+m})⊥ = U \ {−un−k+1, . . . ,−un−k+m}.

We wish to bound the weight of c ∈ C⊥l \C⊥l+1. Let νl be the largest integer
(in {1, . . . , n}) such that

• vi + wi = un−k+l+1, for i = 1, . . . , νl.

• vi + wj ∈ U⊥ ∪ {un−k+1, . . . , un−k+l}, for i = 1, . . . , νl and j < i.

Proposition 3.2. Let c ∈ C⊥l \ C⊥l+1, then wt(c) ≥ νl.
Proof. Let c = ev(f), then f =

∑
λuX

u, where u ∈ U \ {−un−k+1, . . . ,−un−k+l}.
Notice that λ−un−k+l+1

6= 0, since c /∈ C⊥l+1. Hence we have by Lemma 3.1 that,

• si,i 6= 0, for i = 1, . . . , νl, since vi + wi = un−k+l+1 ∈ −supp(f), for
i = 1, . . . , νl.

• si,j = 0, for i = 1, . . . , νl, since vi + wj ∈ U⊥ ∪ {un−k+1, . . . , un−k+l}, for

j < i. That is, vi + wj /∈ −supp(f) because

H \ (U⊥ ∪ {un−k+1, . . . , un−k+l}) = −U \ {un−k+1, . . . , un−k+l}

Therefore, the submatrix of S(c) consisting of the first νl rows and columns
has full rank. In particular, the rank of S(c) is at least νl and the result holds
since the rank of S(c) is equal to the weight of c.

For every l in {0, . . . , k − 1} we consider a filtration and we obtain a bound
for the weight of a word in C⊥l \C⊥l+1. Therefore, we have obtained the following

bound for the minimum distance of C⊥ = C(U).

Theorem 3.3. Let C(U) be a toric code with U ⊂ H. Then,

d(C(U)) ≥ min{νl | l = 0, . . . , k − 1}.

Remark 3.4. We can apply known decoding algorithms [4, 5] to decode a toric
code C(U) up to half of the order bound obtained in the previous theorem.

In the next section we will use the above approach to estimate the minimum
distance of a family of toric codes.
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4 Generalized Joyner Codes

In this section we will introduce a class of toric codes that includes the well-
known Joyner code [11, Example 3.9]. After introducing these codes, we will
calculate a lower bound for their minimum distances using techniques from
Section 3. Then we will calculate another lower bound for the minimum distance
using a combination of the order bound and Serre’s improvement of Hasse-Weil’s
theorem on the number of rational points on a curve [18]. In some cases we are
able to compute the exact minimum distance. In this section we will always
assume that r = 2, so that H = {0, . . . , q − 2} × {0, . . . , q − 2}.

Definition 4.1. Let q be a power of a prime and a an integer satisfying 2 ≤
a ≤ q − 2. We define the sets

Ua = {(u1, u2) ∈ H |u1 + u2 ≤ a+ 1, u1 − au2 ≤ 0,−au1 + u2 ≤ 0},

Ta = {(u1, u2) ∈ H |u1 + u2 ≤ a+ 1, u1 ≥ 1, u2 ≥ 1},

Va = Ua\{(1, a)}, and Wa = Ua\{(a, 1)}.

The set Ua consists of all elements of H lying in or on the boundary of
the triangle with vertices (0, 0), (1, a) and (a, 1). Note that the condition on
a ensures that the points (1, a) and (a, 1) are in H. Also note that the set Ua

can be obtained by joining (0, 0) to the set Ta. All sets in the above definition
are actually sets of integral points in a polytope, so the corresponding codes are
classical toric codes.

We wish to investigate the toric code C(Ua) and begin by establishing some
elementary properties:

Lemma 4.2. The code C(Ua) is an [(q−1)2, 1+a(a+1)/2, d] code over Fq and
we have d ≤ (q − 1)(q − a).

Proof. Since the set Ua is contained in H, the dimension of the corresponding
code is equal to the number of elements in Ua. Since Ua can be obtained by
joining {(0, 0)} to the set Ta the formula for the dimension follows by a counting
argument.

To prove the result on the minimum distance first note that the code C(Ta)
is a subcode of C(Ua). It is well known, [8, Theorem 1.3], that d(C(Ta)) =
(q − 1)(q − a), so the result follows.

The code C(U4) is the Joyner code over Fq, see [11]. It is known that for
q ≥ 37 its minimum distance is equal to (q − 1)(q − 4), [17], meaning that the
upper bound in the previous lemma is attained. In fact equality already holds
for much smaller q. Using a computer one finds that q = 8 is the smallest value
of q for which equality holds. It is conjectured that for all q ≥ 8 one has that
d(C(U4)) = (q − 1)(q − 4). This behavior turns out to happen as well for other
values of a. This is the reason we study these codes in this section. We proceed
our investigation by calculating two lower bounds for the minimum distance of
the codes C(Ua). The first one holds for any q, while the second one turns out
to be interesting only for large q.

Proposition 4.3. The minimum distance d of the Fq-linear code C(Ua) satisfies
d ≥ (q − 1)(q − a− 1).
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Proof. Since d(C(Ta)) = (q − 1)(q − a), the proposition follows once we have
shown that wt(c) ≥ (q − 1)(q − a − 1) for any c ∈ C(Ua)\C(Ta). For such c it
holds that c = ev(f) for some f ∈ Fq[Ua] satisfying that (0, 0) ∈ supp(f). We
will now use Proposition 3.2. Any number i between 0 and (q−1)(q−a−1)−1
can be written uniquely as i = βi · (q−1) +αi with αi and βi integers satisfying
0 ≤ αi ≤ q−2 and 0 ≤ βi ≤ q−a−2. For i between 0 and (q−1)(q−a−1)−1
we then define vi = (αi, βi) and wi = −vi. By construction of wi it then holds
that vi + wi = (0, 0). On the other hand, if j < i, then vi + wj 6= (0, 0) and
0 ≤ βi − βj ≤ q − a − 2 implying that vi + wj 6∈ −Ua. By Proposition 3.2, we
get that wt(c) ≥ (q − 1)(q − a− 1).

For q = 8 and a = 4, the Joyner code case, we obtain that d ≥ 21. An
other method to obtain a lower bound for the minimum distance of toric codes
is to use intersection theory. For the Joyner code over F8 one can prove in this
way that d ≥ 12, [14]. The bound we get compares favorably to it. Another
advantage of the order bound techniques is that they are valid for generalized
toric codes as well.

Now we obtain a second lower bound on the minimum distance of the code
C(Ua). First we need a lemma.

Lemma 4.4. Let c be a nonzero codeword from the code C(Va) or the code
C(Wa). Then wt(c) ≥ (q − 1)(q − a).

Proof. Suppose that c ∈ C(Va) (the case that c ∈ C(Wa) can be dealt with
similarly by symmetry and will not be discussed below). If c ∈ C(Ta), we are
done. Therefore we can suppose that c ∈ C(Va)\C(Ta). Exactly as in the proof
of Proposition 4.3 we now define for i between 0 and (q−1)(q−a)−1 the tuple
ui = (αi, βi). The only difference is that now βi is also allowed to be q − a,
otherwise everything is the same. Further we also define wi = −vi. Then we
have that vi + wi = (0, 0) and for j < i, we obtain that vi + wj 6= (0, 0) and
0 ≤ βi − βj ≤ q − a − 1. This implies that vi + wj 6∈ −Va. The lemma now
follows.

One can use Lemma 4.4 and the fact that d(C(Ta)) = (q − 1)(q − a) [8], to
restrict the number of possibilities for a non-zero codeword of weight less than
(q − 1)(q − a). Namely, it has to be the evaluation of a function f =

∑
λuX

u

with non-zero coefficients λ(a,1), λ(0,0), λ(1,a). We will use this in the following
proposition. We distinguish cases between a = 2 and a > 2.

Proposition 4.5. Let Ua be the set from Definition 4.1 and let a > 2. The
minimum distance d of the code C(Ua) satisfies

d ≥ min

{
(q − 1)(q − a), q2 − 3q + 2− a(a− 1)

2
b2√qc

}
.

Proof. Let c ∈ C(Ua) be a nonzero codeword and suppose that c = ev(f). If
supp(f) ⊂ Ta then we know that wt(c) ≥ (q−1)(q−a) from [8] as noted before.
If supp(f) ⊂ Va or supp(f) ⊂Wa then wt(c) ≥ (q − 1)(q − a) by Lemma 4.4.

We are left with the case that {(0, 0), (1, a), (a, 1)} ⊂ supp(f). In this case
the Newton-polygon of the polynomial f is Minkowski-indecomposable which
implies that the polynomial f is absolutely irreducible. We can therefore con-
sider the algebraic curve Cf defined by the equation f = 0. From Newton-
polygon theory it follows that this curve has geometric genus at most a(a−1)/2
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and that the edges from (0, 0) to (1, a) and from (0, 0) to (a, 1) correspond to
two rational points at infinity using projective coordinates (see [2, Remark 3.18
and Theorem 4.2]). We denote by N the total number of pairs (α, β) ∈ F2q such
that f(α, β) = 0. We claim that N ≤ q − 1 + a(a − 1)/2b√qc. If the curve
C has no singularities, all solutions (α, β) correspond one-to-one to all affine
Fq-rational points. Taking into account that there at least 2 rational points at
infinity (in fact at least 3 if a = 2), the claim follows from Serre’s bound (and
can be slightly improved if a = 2). If there are singularities, a solution (α, β)
may not correspond to a rational point on C, but for every such solution the
genus will drop at least one, so the claim still follows from Serre’s bound. The
proposition now follows, since wt(c) ≥ (q − 1)2 −N .

For a = 2 we can determine the exact minimum distance. We will do so
in the following theorem. This theorem is formulated using the existence or
non-existence of an elliptic curve with a certain number of points. The theorem
is completely constructive, since it is very easy to determine if an elliptic curve
defined over Fq with a certain number of points exists. To this end one can use
the following fact [20, Theorem 4.1]:
Let q be a power of a prime p and let t be an integer. There exists an elliptic
curve defined over Fq with q + 1 + t points if and only if the following holds:

1. p 6 | t and t2 ≤ 4q,

2. e is odd and one of the following holds

(a) t = 0,

(b) t2 = 2q and p = 2,

(c) t2 = 3q and p = 3 ,

3. e is even and one of the following holds

(a) t2 = 4q,

(b) t2 = q and p 6≡ 1 mod 3,

(c) t = 0 and p 6≡ 1 mod 4.

Theorem 4.6. Denote by d the minimum distance of the Fq-linear code C(U2).
Further let t be the largest integer such that

1. 3 | q + 1 + t,

2. there exists an elliptic curve defined over Fq with q + 1 + t points.

Then we have: d = q2 − 3q + 3− t.

Proof. Analogously as in the previous proposition we only have to consider
codewords coming from functions f such that {(0, 0), (1, 2), (2, 1)} ⊂ supp(f).
We again consider the curve Cf given by the equation f = 0. In this case all
three edges of the Newton polygon of f correspond to rational points at infinity.

The polynomial f can be written as α+ βX1X2 + γX1X
2
2 + δX2

1X2, where
α, γ and δ are nonzero. We may assume that the curve does not have singular-
ities, since otherwise the geometric genus of Cf is zero, which implies that the
equation f = 0 has at most 1 + (q + 1) − 3 = q − 1 solutions in F2q (the first
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term represents the singular point which could have rational coordinates). This
would give rise to a codeword of weight at least (q− 1)2− (q− 1) = q2− 3q+ 2.

By changing variables to U = −γX1X2/δ and V = γX2
1X2/δ (or equiva-

lently X1 = −V/U and X2 = δU2/(γV )) one can show that the curve Cf is also
given by the equation V 2 − βUV/δ + αγV/δ2 = U3. Since we have assumed
that the curve Cf is nonsingular, it is an elliptic curve and we already found a
Weierstrass equation for it. In (U, V ) coordinates one sees that (0, 0) is a point
on the elliptic curve and using the addition formula one checks that this point
has order three in the elliptic curve group.

Denote the total number of rational points on Cf by q + 1 + t, then clearly
there exists an elliptic curve with q + 1 + t points. Since the point (0, 0) has
order three, the total number of rational points has to be a multiple of three
and it follows that 3|q + 1 + t. Reasoning back we see that the total number of
affine solutions to the equation f = 0 in F2q equals q + 1 + t − 3 = q − 2 + t.
On the other hand there are no solutions with zero coordinates, so we have that
wt(ev(f)) = (q − 1)2 − (q − 2 + t).

It remains to be shown which values of t are possible when the polynomial f
is varied. It is shown in [10, Section 4.2] that any elliptic curve having (0, 0) as a
point of order three has a Weierstrass equation of the form V 2 +a1UV +a3V =
U3, with a3 6= 0. This implies that t can be any value satisfying the two
conditions stated in the formulation of the theorem. Choosing the maximal one
among these values gives a codeword of lowest possible nonzero weight. This
concludes the proof.

If a > 2 the situation is more complicated. Given a fixed a the lower bound
from Proposition 4.3 is good for relatively small q, while the lower bound from
Proposition 4.5 becomes better as q becomes larger. A combination of the
techniques from Section 3 and this section gives an in general good lower bound
for the minimum distance. In some cases we are able to determine the minimum
distance and we describe when this happens in the following theorem.

Theorem 4.7. Let q be a prime power and consider a natural number a satis-
fying 2 < a ≤ q − 2. Define the set Ua as in Definition 4.1. Then we have the
following for the minimum distance d of the Fq-linear code C(Ua):

d = (q − 1)(q − a) if 2(a− 2)(q − 1) ≥ (a− 1)ab2√qc.

Proof. If (q − 1)(q − a) ≤ q2 − 3q + 2 − a(a − 1)b2√qc/2, then it follows from
Lemma 4.2 and Proposition 4.5 that d = (q − 1)(q − a). The theorem follows
after some manipulation of this inequality.

For small values of a we obtain the following corollary. Note that the results
for a = 4 are the same as in [17].

Corollary 4.8. We have
d(C(U3)) = (q − 1)(q − 3) if q ≥ 37,
d(C(U4)) = (q − 1)(q − 4) if q ≥ 37,
d(C(U5)) = (q − 1)(q − 5) if q = 41 or q ≥ 47,
d(C(U6)) = (q − 1)(q − 6) if q ≥ 59.

As in the case for the Joyner code it seems that the for many small values
of q it also holds that d(C(Ua)) = (q − 1)(q − a). We know by Corollary 4.8
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and some computer calculations that d(C(U3)) = (q − 1)(q − 3) if q ≥ 23. It
is known for the Joyner code that d(C(U4)) = (q − 1)(q − 4) if q ≥ 8. Finally
we conjecture that d(C(U5)) = (q − 1)(q − 5) if q ≥ 9. It remains future work
to prove this conjecture without the aid of a computer and to establish what
happens for larger values of a.
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