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Let Fq = GF(q) denote the finite field with q elements, where q = pe, p prime.
Let Fn

q be the vector space of dimension n over Fq. The Hamming distance between
vectors w, v ∈ Fn

q, denoted by d(w,v), is the number of coordinates in which w
and v differ. A code C over Fq of length n is a nonempty subset of Fn

q. The
elements of C are called codewords. The minimum distance of a code is the smallest
Hamming distance between any pair of distinct codewords. A code C over Fq is
called linear if it is a linear space over Fq and, it is called K-additive if it is a
linear space over a subfield K ⊂ Fq. The dimension of a K-additive code C over
Fq is defined as the number k such that qk = |C|. Note that k is not necessarily
an integer, but ke is an integer, where q = |K|e. Two codes C1, C2 ⊂ Fn

q are said
to be permutation equivalent if there exists a permutation σ of the n coordinates
such that C2 = {σ(c1,c2, . . . ,cn) = (cσ−1(1), . . . ,cσ−1(n)) : (c1,c2, . . . ,cn)∈C1}, [2],
[6]. Without loss of generality, we shall assume, unless stated otherwise, that the
all-zero vector, denoted by 0, is in C.

Two structural parameters of (nonlinear) codes are the dimension of the linear
span and the kernel. The linear span of a code C over Fq, denoted by R(C), is the
subspace over Fq spanned by C, that is R(C) = 〈C〉. The dimension of R(C) is
called the rank of C and is denoted by rank(C). If q = pe, p prime, we can also
define Rp(C) and rankp(C) as the subspace over Fp spanned by C and its dimen-
sion, respectively. The kernel of a code C over Fq, denoted by K (C), is defined as
K (C) = {x ∈ Fn

q : αx+C = C for all α ∈ Fq}. If q = pe, p prime, we can also
define the p-kernel of C as Kp(C) = {x ∈ Fn

q : x+C =C}. Since we assume that
0 ∈C, then K (C) is a linear subcode of C and Kp(C) is an Fp-additive subcode.
We denote the dimension of the kernel (resp., p-kernel) of C by ker(C) (resp.,
kerp(C)). These concepts were first defined in [9] for codes over Fq, generalizing
the binary case described previously in [1], [8]. In [9], it was proved that the code C
over Fq can be written as the union of cosets of K (C) (resp., Kp(C)), and K (C)
(resp., Kp(C)) is the largest such linear code over Fq (resp., Fp) for which this is
true. Moreover, it is clear that K (C)⊆Kp(C).

A generalized Hadamard (GH) matrix H(q,λ ) = (hi j) of order n = qλ over
Fq is a qλ × qλ matrix with entries from Fq with the property that for every i, j,
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1≤ i< j≤ qλ , each of the multisets {his−h js : 1≤ s≤ qλ} contains every element
of Fq exactly λ times. It is known that since (Fq,+) is an abelian group then
H(q,λ )T is also a GH matrix, where H(q,λ )T denotes the transpose of H(q,λ )
[5]. An ordinary Hadamard matrix of order 4µ corresponds to a GH matrix H(2,λ )
over F2, where λ = 2µ .

Two GH matrices H1 and H2 of order n are said to be equivalent if one can
be obtained from the other by a permutation of the rows and columns and adding
the same element of Fq to all the coordinates in a row or in a column. We can
always change the first row and column of a GH matrix into zeros and we obtain
an equivalent GH matrix which is called normalized. From a normalized Hadamard
matrix H, we denote by FH the code over Fq consisting of the rows of H, and CH

the one defined as CH =
⋃

α∈Fq
(FH +α1), where FH +α1 = {h+α1 : h∈ FH} and

1 denotes the all-one vector. The code CH over Fq is called generalized Hadamard
(GH) code. Note that FH and CH are generally nonlinear codes over Fq.

To check whether two GH matrices are equivalent is known to be an NP-hard
problem. However, we can use the invariants related to the linear span and kernel
of the corresponding GH codes in order to help in their classification, since if two
GH codes have different ranks or dimensions of the kernel, the GH matrices are
nonequivalent.

The rank and dimension of the kernel for ordinary Hadamard codes over F2
have been studied. Specifically, lower and upper bounds for these two parameters
were established, and the construction of an Hadamard code for all allowable ranks
and dimensions of the kernel between these bounds was given [10], [11]. More-
over, the rank and dimension of the kernel for each nonisomorphic Z2Z4-linear
Hadamard code were also established [12]. The Z2Z4-linear codes are the Gray
map image of Z2Z4-additive codes, which are subgroups of Zα

2 ×Zβ

4 . Some of
these results have been generalized to GH codes over Fq [3]. In this paper, we con-
tinue studying the rank and dimension of the kernel for GH codes over Fq. Now,
we focus on an specific family of GH codes, namely the GH additive codes, that
is, additive codes obtained from GH matrices.

1 Kronecker sum construction

A standard method to construct GH matrices from other GH matrices is given by
the Kronecker sum construction [7], [13]. That is, if H(q,λ ) = (hi j) is any qλ×qλ

GH matrix over Fq, and B1,B2, . . . ,Bqλ are any qµ × qµ GH matrices over Fq,
then the matrix in Table 1 gives a q2λ µ × q2λ µ GH matrix over Fq, denoted by
H ⊕ [B1,B2, . . . ,Bn], where n = qλ . If B1 = B2 = · · · = Bn = B, then we write
H⊕ [B1,B2, . . . ,Bn] = H⊕B.
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Table 1: Kronecker sum construction

H⊕ [B1,B2, . . . ,Bn] =


h11 +B1 h12 +B1 · · · h1n +B1
h21 +B2 h22 +B2 · · · h2n +B2

...
...

...
...

hn1 +Bn hn2 +Bn · · · hnn +Bn


Let Sq be the normalized GH matrix H(q,1) given by the multiplicative table

of Fq. As for ordinary Hadamard matrices over F2, starting from a GH matrix
S1 = Sq, we can recursively define St as a GH matrix H(q,qt−1), constructed as
St = Sq⊕ [St−1,St−1, . . . ,St−1] = Sq⊕St−1 for t > 1, which is called a Sylvester GH
matrix.

2 Generalized Hadamard Fp-additive codes

In this section, we state some new results on generalized Hadamard additive codes.

Proposition 2.1 Let H(q,λ ) be a GH matrix over Fq, where q = pe, p prime, and
e > 1. Let n = qλ = pts such that gcd(p,s) = 1. Then

(i) If CH is an Fp-additive code, then s = 1.

(ii) The code CH is an Fp-additive code if and only if

rankp(CH) = kerp(CH) = 1+ t/e.

(iii) If CH is an Fp-additive code and ker(CH) = k, then

e+ t− k
e−1

≤ rank(CH)≤ 1+ t− (e−1)(k−1).

(iv) If CH is an Fp-additive code and ker(CH) = k, then k = 1+ t/e when CH is
linear over Fq (t is a multiple of e), or 1≤ k < 1+ t/e otherwise.

We introduce a new construction of GH codes which allows us to guarantee
that the obtained code CH of length n = pt is Fp-additive, has kernel of dimension
1, and rank t +1.

Proposition 2.2 For q = pe, p prime, and any t > e > 1, there exists a GH matrix
H(pe, pt−e) such that CH is a Fp-additive code over Fpe of length n = pt with
ker(CH) = 1 and rank(CH) = t +1.
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Example 2.3 In this example, we construct a GH matrix H(22,2) such that CH is a
F2-additive code over F22 of length n = 23 with ker(CH) = 1 and rank(CH) = 4. We
begin with the GH matrix H(23,1) given by the multiplicative table of F23 , where
ω is a primitive element in F23 and ω3 = ω +1.

H(23,1) =



0 0 0 0 0 0 0 0
0 1 ω ω2 ω3 ω4 ω5 ω6

0 ω ω2 ω3 ω4 ω5 ω6 1
0 ω2 ω3 ω4 ω5 ω6 1 ω

0 ω3 ω4 ω5 ω6 1 ω ω2

0 ω4 ω5 ω6 1 ω ω2 ω3

0 ω5 ω6 1 ω ω2 ω3 ω4

0 ω6 1 ω ω2 ω3 ω4 ω5


(1)

Next, we write each entry of the matrix (1) using coordinates over F2 and projecting
over F22 . By Proposition 2.2, we obtain the GH matrix H(22,2), where α is a
primitive element in F22 and α2 = α + 1. Note that 0̄ = (0,0,0) = (0,0) = 0,
1̄ = (1,0,0) = (1,0) = 1, ω̄ = (0,1,0) = (0,1) = α , ω̄2 = (0,0,1) = (0,0) = 0,
ω̄3 = (1,1,0) = (1,1) = α2, ω̄4 = (0,1,1) = (0,1) = α , ω̄5 = (1,1,1) = (1,1) =
α2, ω̄6 = (1,0,1) = (1,0) = 1.

H(22,2) =



0 0 0 0 0 0 0 0
0 1 α 0 α2 α α2 1
0 α 0 α2 α α2 1 1
0 0 α2 α α2 1 1 α

0 α2 α α2 1 1 α 0
0 α α2 1 1 α 0 α2

0 α2 1 1 α 0 α2 α

0 1 1 α 0 α2 α α2


(2)

Proposition 2.4 For q = pe, p prime, and any t ≥ e > 1, there exists a GH Fp-
additive code CH over Fq of length n = pt with ker(CH) = k if and only if

(i) k = 2 when t = e,

(ii) k ∈ {1, . . . ,bt/ec} when e - t,

(iii) k ∈ {1, . . . , t/e+1} otherwise.

Proposition 2.5 For q = pe, p prime, and any t ≥ e > 1, there exists a GH Fp-
additive code CH over Fq of length n = pt with rank(CH) = r if and only if

(i) r = 2 when t = e,

(ii) r ∈ {e+ t− (e−1)bt/ec, . . . , t +1 | in steps of e−1} when e - t,

(iii) r ∈ {t/e+1, . . . , t +1 | in steps of e−1} otherwise.
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Example 2.6 For q = 4, we have the following results:

• If n = 4, there is only one GH matrix H(4,1) over F4 having rank(CH) =
rank2(CH) = ker(CH) = ker2(CH) = 2. Therefore, CH is a linear code and
an F2-additive code, which corresponds to the Sylvester GH matrix S1 = S4.

• If n = 8, there is only one GH matrix H(4,2) over F4 having rank(CH) =
4 and ker(CH) = 1. Therefore, CH is nonlinear over F4. However, it has
rank2(CH) = ker2(CH) = 2.5, so it is an F2-additive code.

• If n = 16, it is known that there are 226 nonequivalent GH matrices H(4,4)
over F4 [4], which satisfy that (rank(CH),ker(CH)) ∈ {(3,3),(4,2),(4,1),
(5,2),(5,1),(6,1),(7,1),(8,1)} [3]. Moreover, if we focus on the F2-additive
codes, we have that they must satisfy rank2(CH)= ker2(CH)= 3. In this case,
(rank(CH),ker(CH))∈ {(3,3),(4,2),(5,1)}. The first one corresponds to the
Sylvester GH matrix S2, which is also linear over F4.
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