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Extended Abstract

1 Introduction

Most block ciphers are constructed by repeatedly applying a simple function. This
approach is known as iterated block cipher. Each iteration is called a round and
the repeated function is termed the round function. Also, many block ciphers are
designed by using two structures: Feistel Networks and Substitution Permutation
Networks (SPNs). Both of these two structures use substitution and linear trans-
formation (also called diffusion layer) to implement Shannon’s principles, which
are confusion and diffusion. The diffusion layer ensures that after a few rounds
all the output bits depend on all the input bits, while the substitution layer or non-
linear layer ensures that this dependency is of a complex and nonlinear nature [1].
Most diffusion layers are linear transformations having matrix representations over
GF (2m) orGF (2). A linear transformation provides diffusion [2] to meet security
of a round function of a block cipher by mixing bits of the fixed size input block to
produce the corresponding output block of the same size [3]. Existing techniques
of measuring diffusion are as follows:

(a) the avalanche effect [4],

(b) the strict avalanche effect [5],

(c) the completeness property [6],

(d) the branch number [7],

(e) the number of fixed points [3].

While the first two criteria quantify the effects of one-bit change to changes in the
output bits, the completeness property deals with the dependency of the output bits

1



on the input bits. On the other hand, the branch number, which represents diffu-
sion rate and measures security against linear [8] and differential cryptanalysis [9],
denotes the minimum number of active S-boxes for any two consecutive rounds.
The last measure, the number of fixed points, provides an indication of how well
the linear transformation effectively changes the value of the input block when pro-
ducing the output block. The basis of the idea is that there is no diffusion at fixed
points since the input blocks are left unchanged by the linear transformation.

Many block ciphers use Maximum Distance Separable (MDS) and Maximum
Distance Binary Linear (MDBL) codes as diffusion layers. From the well known
ciphers, while the AES [10] and Khazad [11] use MDS codes, the Camellia [12]
and ARIA [13] use MDBL codes as diffusion layers in their design. These diffusion
layers are shown in Table 1.

Table 1: Diffusion layers of AES, Khazad, Camellia and ARIA
Block Cipher Diffusion Layer
AES 4× 4 MDS matrix over GF (28)
Khazad 8× 8 involutory MDS matrix over GF (28)
Camellia 8× 8 binary matrix over GF (28)
ARIA 16×16 involutory binary matrix overGF (28)

Binary matrices, which are linear transformations having matrix representation
over GF(2), are used as diffusion layers of block ciphers, such as in Camellia and
ARIA. Also, the binary matrices used in Camellia and ARIA have the maximum
branch number and therefore are called as MDBL codes [1]. In addition, the max-
imum branch number of 8 × 8 and 16 × 16 binary matrices is respectively upper
bounded by 5 and 8 respectively. On the other hand, an advantage of using such
binary matrices in the design of block ciphers compared with MDS codes is the im-
plementation phase where only XOR operations are needed while MDS matrices
may need XOR operations, table look-ups, and xtime calls [14].

The importance of the number of fixed points in linear transformations is given
in [3]. In that study, it is also stated that if the number of fixed points in a linear
transformation greatly exceed the expected number for a random linear transforma-
tion, then this is an indication of poor diffusion of the linear transformation since
the bits in these blocks are left unchanged when producing the output blocks. Note
also that the expected number of fixed points in a random permutation is one [3]. In
[15], we have presented a new algebraic construction method to obtain 8 × 8 and
16 × 16 binary matrices of optimal branch number and our experimental results
show that involutional binary matrices provide maximum branch number value for
16 × 16 binary matrices while they have 264 fixed points at the same time. Note
that the number of fixed points in a 16 × 16 binary transformation is considered
when this transformation transforms a 128-bit input a 128-bit output or each in-
put element is a byte value. Also, it is shown that non-involutory 16 × 16 binary
matrices of maximum branch number with 28 fixed points can be obtained by us-
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ing some special permutations and involutory binary matrices of maximum branch
number. As for this paper, the algebraic construction of binary matrices of branch
number 7 with one fixed point is presented. Our construction method is based on
4 × 4 Hadamard or circulant MDS matrices with the elements of GF (24). After
giving mathematical preliminaries, this construction method is given to determine
16 × 16 binary matrices of branch number 7 with one fixed point, which can be
used to transform a 128-bit input block to a 128-bit output block.

2 Mathematical Background

A finite field is commutative ring (with unity) in which all nonzero elements have
a multiplicative inverse [14]. The finite field GF (2m) has 2m elements, where m
is a nonzero positive integer. Each of the 2m elements of GF (2m) can be uniquely
represented with a polynomial degree up to m− 1 with coefficients in GF (2). For
example, if x is an element in GF (2m), then one can have polynomial or standard
basis representation of x as

xm−1α
m−1 + xm−2α

m−2 + ...+ x1α+ x0 (1)

where α denotes the primitive element used to construct the finite field GF (2m).
The addition of two field elements of GF (2m) is simply bitwise XOR operation
of the coefficients of the equal powers of α. On the other hand, multiplication in a
finite field GF (2m) is related with multiplying the two polynomials and reducing
the product polynomial modulo p(x), which is an irreducible polynomial of degree
m. In this paper, we are concerned with the finite field GF (24), where the irre-
ducible polynomial over GF (2) is x4 + x + 1. A compact representation of an
element x ∈ GF (24) uses hexadecimal digits (denoted with subscript h), express-
ing the coefficients of the polynomial representation. For example, α3+α = Ah in
the finite field GF (24). For more information on finite fields, the reader is referred
to [16, 17].

Example 1. Let GF (24) be defined by the primitive polynomial p(x) = x4 +
x + 1. Let α be a root of p(x). Then, for any x ∈ GF (24), we can write
x = x3α

3 + x2α
2 + x1α+ x0, where (x3, ..., x0) ∈ GF (2) and {α3, α2, α1, α0}={

α3, α2, α1, 1
}

is a polynomial basis of GF (24) over GF (2). A finite field multi-
plication (denoted with symbol ⊗) of 4h or α2 by any x ∈ GF (24) can be given
as

(4h ⊗ x)modp(x)= (α2 ⊗ x)modp(x)
= (x3α

5 + x2α
4 + x1α

3 + x0α
2 )modp(x)

= x1α
3 + (x3 + x0)α

2 + (x3 + x2)α+ x2,

which corresponds to the 4× 4 binary linear transformation
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
x

′
0

x
′
1

x
′
2

x
′
3

 =


0 0 1 0
0 0 1 1
1 0 0 1
0 1 0 0

 .

x0
x1
x2
x3

 .
By substituting the elements of GF (24) with their corresponding 4 × 4 bi-

nary linear transformations, we can transform 4× 4 matrices with the elements of
GF (24) to their equivalent 16 × 16 binary matrices. Generally, in the literature,
MDS matrices used as diffusion layers are constructed by two types of matrices:
circulant and Hadamard matrices. In our study, we also use Hadamard and circu-
lant matrices to construct 16 × 16 binary matrices of branch number 7 with fixed
point one.

Most diffusion layers are linear transformations and represented as matrices
and therefore we can define a diffusion layer as A : ({0, 1}m)n → ({0, 1}m)n

which is a linear transformation as follows:

A(x)=A.xT =


a11 a12 · · · a1n
a21 a22 · · · a2n
· · · · · · · · · · · ·
· · · · · · · · · · · ·
an1 an2 · · · ann

.

x1
x2
· · ·
· · ·
xn

 ,
where x = (x1, x2, · · · , xn)T , xi ∈ {0, 1}m, i = 1, . . . , n. Also, n represents
the number of S-boxes in a diffusion layer A, where the size of each input and
output of each S-box is m-bit [1]. The elements of matrix A may be in GF (2m)
(especially in GF (28) or in GF (2)).

The branch number of an n× n matrix A is defined by

β(A) = min{wt(x)+wt(A.xT )|x∈({0, 1}m)n, x 6=0} (2)

The Hamming weight of a code word c is the number of nonzero components
in c and denoted by wt(c). In addition, the Hamming distance between two vectors
(or code words) from the dimensional vector space is the number of positions (out
of ) by which the two vectors differ [14].

A linear [n, k, d]-code overGF (2m) is a k-dimensional sub-space of the vector
space (GF (2m))n, where the Hamming distance between two distinct n-element
vector is at least d, and d is the largest number with this property. A generator
matrix G for a linear [n, k, d]-code C is a k × n matrix whose rows form a basis
for C . Linear [n, k, d]-codes obey the Singleton bound, d ≤ n− k + 1 [14].

Lemma 1. A code meets the Singleton bound, namely d ≤ n − k + 1, is called
a Maximum Distance Separable or MDS code. Alternatively, an [n, k, d]-error
correcting code with generating matrix G = [Ik×k|A], where Ikxk is the k × k
identity matrix, and A is a k × (n− k) matrix, is MDS if and only if every square
sub-matrix formed from i rows and i columns, 1 ≤ i ≤ min{k, n − k}, of A is
nonsingular [14], [15].
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In the literature, generally, there are four approaches for the construction of
MDS matrices. The first approach is related with the use of circulant matrices,
where each row is a rotated instance (by a single unit) of the neighboring rows in
the same direction. The second one is related with the use of some heuristics for the
construction of low implementation-cost MDS matrices as stated in [18]. The third
one is related with the use of Hadamard matrices for the construction of involutory
MDS matrices. For example, while a 4 × 4 circulant MDS matrix is used in the
block cipher AES, an 8 × 8 involutory MDS matrix (Hadamard matrix) is used in
the block cipher Khazad. Finally, the fourth approach is random construction of
MDS and involutory matrices [19]. From the viewpoint of security, 4 × 4, 8 × 8,
and 16 × 16 MDS matrices provide the optimal branch number of 5, 9, and 17
respectively [7], [14], [20].

A 4 × 4 circulant matrix with the elements of GF (2m), circ(a1, a2, a3, a4),
where each row vector is rotated one position to the right relative to the preceding
row vector, can be shown as follows:

A =


a1 a2 a3 a4
a4 a1 a2 a3
a3 a4 a1 a2
a2 a3 a4 a1


4×4

(3)

A 4 × 4 Hadamard matrix with the elements of GF (2m), had(a1, a2, a3, a4),
can be shown as follows:

A =


a1 a2 a3 a4
a2 a1 a4 a3
a3 a4 a1 a2
a4 a3 a2 a1


4×4

(4)

Two n × n binary matrices A,B are permutation homomorphic to each other
if there exists a row permutation ρ and a column permutation γ satisfying [21]

ρ(γ(A)) = γ(ρ(A)) = B (5)

Lemma 2. If two matrices A, B are permutation homomorphic to each other, then
A, B are of the same branch number [21].

By Lemma 2, the branch number is the same for any row or column permuta-
tion, thus many matrices can be constructed by using a binary matrix having any
branch number value. On the other hand, we define two special permutations to be
used in the next sections. These are:

1-) to rotate cyclically l bits, where l ∈ {1, . . . , n− 1}, to the right of all rows
of an n× n binary linear transformation,

2-) to rotate cyclically l bits, where l ∈ {1, . . . , n− 1}, to the downwards of all
columns of an n× n binary linear transformation.
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The importance of the number of fixed points in linear transformations is given
in [3]. In that study, it is also stated that if the number of fixed points in a linear
transformation greatly exceed the expected number for a random linear transforma-
tion, then this is an indication of poor diffusion of the linear transformation since
the bits in these blocks are left unchanged when producing the output blocks. Note
also that the expected number of fixed points in a random permutation is one [3].

Consider an input block to a linear transformation formed by m-bit values in
the field GF (2m) and let the linear transformation matrix be an n × n matrix and
I be an n× n identity matrix. Then, the set of all fixed points for that linear trans-
formation, which can be represented by a nonsingular matrix A, can be obtained
by solving the following equation

(A− I)xT = 0 (6)

where 0 is the all-zero vector of length n. Hence, the number of fixed points can
be given as

FA = 2m(rank(A)−rank(A−I)) = 2m(n−rank(A−I)) (7)

From Equation 7, it is clear to see that if the A− I matrix has bigger rank, then
the linear transformationA has the less number of fixed points. In [3], the diffusion
measure based on the number of fixed points is applied to the linear transformations
of several SPN ciphers: the AES, ARIA, PRESENT [22], and Serpent [23]. It is
shown that the linear transformation of all ciphers except Serpent have more fixed
points than the expected number for a random linear transformation. For example,
the 16 × 16 binary linear transformation of the ARIA includes 272 fixed points
since the rank of the AARIA − I matrix is 7.

3 Algebraic Construction of 16×16 Binary Matrices of
Branch Number 7 with One Fixed Point

The ARIA block cipher uses a 16×16 binary matrix which is an involution and has
branch number of 8 [21]. It has also 272 fixed points since the rank of AARIA − I
matrix is 7. On the other hand, the method for the construction of ARIA type
linear transformations can be found in [21], [15]. In this section, by transforming
4 × 4 matrices with elements in GF (24) into the their equivalent binary form, we
construct 16 × 16 binary linear transformations of branch number of 7 with one
fixed point. Therefore, we look for 16 × 16 binary matrices, where the rank of
ABinary − I matrices is 16. We call these type of matrices nearly MDBL codes.
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When constructing 16× 16 binary matrices of branch number 7 with one fixed
point, we look for 4× 4 matrices that satisfy four restrictions simultaneously;

(i) Be MDS,

(ii) Be Hadamard or circulant matrix,

(iii) The elements of 4× 4 matrix in GF (24) will be chosen such that the trans-
formed binary matrix should have the Hamming weight equal to 120.

(iv) The binary matrix, ABinary, transformed from 4× 4 matrix should have
branch number of 7 and the rank of ABinary − I matrix should be 16.

In Examples 2 and 3, we give two examples of 16 × 16 binary matrices satis-
fying the restrictions above. Also, while the 16× 16 binary matrix in Example 2 is
constructed from a 4× 4 MDS and Hadamard matrix, the 16× 16 binary matrix in
Example 3 is constructed from a 4× 4 MDS and circulant matrix.

Example 2. Let M = had(8h, 1h, Bh, Ch) =


8h 1h Bh Ch

1h 8h Ch Bh

Bh Ch 8h 1h
Ch Bh 1h 8h

 be MDS and

4× 4 Hadamard matrix. Using the idea given in Example 1, the 4× 4 Hadamard
matrix with the elements of GF (24) can be transformed into the 16 × 16 binary
matrix satisfying the criteria above as follows:

ABinary =



0 1 0 0 1 0 0 0 1 1 0 1 0 1 1 0
0 1 1 0 0 1 0 0 1 0 1 1 0 1 0 1
0 0 1 1 0 0 1 0 0 1 0 1 1 0 1 0
1 0 0 1 0 0 0 1 1 0 1 0 1 1 0 1
1 0 0 0 0 1 0 0 0 1 1 0 1 1 0 1
0 1 0 0 0 1 1 0 0 1 0 1 1 0 1 1
0 0 1 0 0 0 1 1 1 0 1 0 0 1 0 1
0 0 0 1 1 0 0 1 1 1 0 1 1 0 1 0
1 1 0 1 0 1 1 0 0 1 0 0 1 0 0 0
1 0 1 1 0 1 0 1 0 1 1 0 0 1 0 0
0 1 0 1 1 0 1 0 0 0 1 1 0 0 1 0
1 0 1 0 1 1 0 1 1 0 0 1 0 0 0 1
0 1 1 0 1 1 0 1 1 0 0 0 0 1 0 0
0 1 0 1 1 0 1 1 0 1 0 0 0 1 1 0
1 0 1 0 0 1 0 1 0 0 1 0 0 0 1 1
1 1 0 1 1 0 1 0 0 0 0 1 1 0 0 1



.
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Example 3. Let M = circ(1h, 8h, Bh, Ch) =


1h 8h Bh Ch

Ch 1h 8h Bh

Bh Ch 1h 8h
8h Bh Ch 1h

 be MDS and

4 × 4 circulant matrix. Using the idea given in Example 1, the 4 × 4 circulant
matrix with the elements of GF (24) can be transformed into the 16 × 16 binary
matrix satisfying the criteria above as follows:

ABinary =



1 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0
0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 1
0 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0
0 0 0 1 1 0 0 1 1 0 1 0 1 1 0 1
0 1 1 0 1 0 0 0 0 1 0 0 1 1 0 1
0 1 0 1 0 1 0 0 0 1 1 0 1 0 1 1
1 0 1 0 0 0 1 0 0 0 1 1 0 1 0 1
1 1 0 1 0 0 0 1 1 0 0 1 1 0 1 0
1 1 0 1 0 1 1 0 1 0 0 0 0 1 0 0
1 0 1 1 0 1 0 1 0 1 0 0 0 1 1 0
0 1 0 1 1 0 1 0 0 0 1 0 0 0 1 1
1 0 1 0 1 1 0 1 0 0 0 1 1 0 0 1
0 1 0 0 1 1 0 1 0 1 1 0 1 0 0 0
0 1 1 0 1 0 1 1 0 1 0 1 0 1 0 0
0 0 1 1 0 1 0 1 1 0 1 0 0 0 1 0
1 0 0 1 1 0 1 0 1 1 0 1 0 0 0 1



.

In a straight coding on an 8-bit processor, the binary matrices given in Exam-
ples 2 and 3 require 104 byte XORs for the implementation when input elements
to the binary matrices are considered as byte values. But, the total number of byte
XORs can be reduced by adding more variables to the implementation for both of
them. Furthermore, the implementation on a 32-bit and a 64-bit processor can take
the advantage of Hadamard and circulant form of the binary matrices. Therefore,
the implementation of these matrices are also suitable for these processors.

4 On the Productivity of the Proposed Method for 16×16
Binary Linear Transformations

In order to obtain the productivity of the proposed method for 16×16 binary linear
transformations, we have searched for all possible 4×4 nonsingular Hadamard and
circulant matrices, which can be transformed into the binary matrices of branch
number 7 with one fixed point.

For Hadamard matrices, we have obtained 1584 matrices with the elements
fromGF (24) defined by the primitive polynomial x4+x+1. Also, we have noticed
that the constructed binary matrices from the permutations of the same elements
in Hadamard form have identical properties from viewpoint of branch number and
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the number of fixed points. Therefore, we have divided 1584 matrices into 66
different classes where each class includes 24 (4!) members, the permutations of
the elements of a class. In Appendix A, we show all the obtained classes, which can
be transformed into the binary matrices of branch number 7 with one fixed point.
Note also that each class with 4 elements is represented by hexadecimal values
in ascending order and the Hamming weights of the binary linear transformations
constructed from distinct classes may be different from each other. As for circulant
matrices, on the other hand, we have obtained 2744 binary matrices with the same
cryptographic properties.

In GF (24), there are 2 more irreducible polynomials, which are x4 + x3 + 1
and x4 + x3 + x2 + x+ 1. For Hadamard type matrices, after searching for all the
4× 4 matrices with the elements of GF (24) defined by the irreducible polynomial
x4+x3+1, we have again found 66 classes. As for the finite fieldGF (24) defined
by the irreducible polynomial x4+x3+x2+x+1, we have found 128 classes with
the same cryptographic properties. For circulant type matrices, on the other hand,
we have obtained 2786 and 1088 matrices with the elements from GF (24) defined
by the primitive polynomial x4 + x + 1 and x4 + x3 + x2 + x + 1, respectively,
which can be transformed into the 16×16 binary matrices of branch number 7 with
one fixed point.

5 Conclusions

In this paper, we have proposed a new algebraic construction method to generate
16×16 binary linear transformations of branch number 7 with one fixed point. In
this construction method, we have used 4×4 Hadamard and circulant MDS matri-
ces. By using special permutations together given in Section 2, one can generate
at least more 15 binary matrices with identical cryptographic properties from one
binary matrix. Therefore, totally, we can generate at least 205728 (12858×16)
binary matrices of branch number 7 with one fixed point. Moreover, the imple-
mentation of these binary matrices on a 32-bit and a 64-bit processor can take the
advantage of Hadamard or circulant form of them. Therefore, the implementation
of these matrices are also suitable for these processors.

Finally, the given binary matrices for a 128-bit block cipher are resistant against
linear and differential cryptanalysis when applying them in a reasonable number
of rounds. But, for the other important attacks like truncated differential cryptanal-
ysis and impossible differential cryptanalysis, a further security analysis should
be performed on the given binary matrices and then the use of these matrices is
recommended.
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Appendix: A

The list of all class representatives of 4×4 MDS and Hadamard matrices for the
x4 + x + 1, which can be transformed into 16 × 16 binary matrices of branch
number 7 with one fixed point .

1-)had(1h,2h,4h,Eh) 34-)had(3h,7h,9h,Eh)

2-)had(1h,2h,6h,Ah) 35-)had(3h,7h,Ah,Dh)

3-)had(1h,2h,6h,Bh) 36-)had(3h,8h,Bh,Fh)

4-)had(1h,2h,7h,9h) 37-)had(3h,9h,Ch,Dh)

5-)had(1h,2h,7h,Fh) 38-)had(4h,6h,8h,Fh)

6-)had(1h,3h,4h,Eh) 39-)had(4h,7h,Ah,Ch)

7-)had(1h,3h,6h,Ch) 40-)had(4h,8h,Ch,Eh)

8-)had(1h,5h,9h,Eh) 41-)had(4h,8h,Ch,Fh)

9-)had(1h,5h,Ah,Dh) 42-)had(4h,Ah,Bh,Eh)

10-)had(1h,6h,7h,Bh) 43-)had(5h,6h,Eh,Fh)

11-)had(1h,6h,9h,Bh) 44-)had(5h,7h,8h,Fh)

12-)had(1h,6h,Ah,Bh) 45-)had(5h,7h,Ah,Dh)

13-)had(1h,6h,Ah,Fh) 46-)had(5h,8h,Ah,Eh)

14-)had(1h,7h,Dh,Eh) 47-)had(5h,8h,Ah,Fh)

15-)had(1h,8h,Bh,Ch) 48-)had(5h,9h,Bh,Fh)

16-)had(1h,9h,Ah,Bh) 49-)had(5h,9h,Dh,Fh)

17-)had(1h,Bh,Ch,Eh) 50-)had(5h,Ah,Bh,Fh)

18-)had(2h,3h,4h,Eh) 51-)had(5h,Bh,Ch,Eh)

19-)had(2h,3h,5h,Bh) 52-)had(6h,7h,9h,Ch)

20-)had(2h,4h,5h,Ch) 53-)had(6h,7h,9h,Fh)

21-)had(2h,4h,6h,Eh) 54-)had(6h,7h,Dh,Eh)

22-)had(2h,4h,7h,Ch) 55-)had(6h,8h,Bh,Eh)

23-)had(2h,4h,Dh,Eh) 56-)had(6h,9h,Ah,Ch)

24-)had(2h,5h,6h,Ah) 57-)had(6h,Ah,Dh,Eh)

25-)had(2h,5h,Bh,Eh) 58-)had(7h,8h,Ah,Ch)

26-)had(2h,5h,Ch,Eh) 59-)had(7h,8h,Ah,Dh)

27-)had(2h,6h,Bh,Ch) 60-)had(7h,8h,Bh,Dh)

28-)had(2h,7h,8h,9h) 61-)had(7h,8h,Bh,Fh)

29-)had(3h,4h,8h,Ch) 62-)had(7h,9h,Ah,Eh)

30-)had(3h,4h,8h,Dh) 63-)had(7h,9h,Ah,Fh)

31-)had(3h,5h,Ch,Fh) 64-)had(7h,9h,Bh,Dh)

32-)had(3h,5h,Dh,Eh) 65-)had(7h,9h,Ch,Fh)

33-)had(3h,6h,8h,9h) 66-)had(7h,Ah,Dh,Eh)
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