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During this session we will review an algorithmic method for decod-
ing cyclic codes using Grobner basis.

P. Fitzpatrick proposed the use of Grobner basis over modules as
a theoretical tool for understanding the key equation and gives a
method with similar complexity to the Berlekamp-Massey algorithm.
A.B. Cooper showed an algorithm that can correct errors in a
cyclic code up to its minimum distance. This algorithm can be
stated in terms of elimination theory, thus it can be solved com-
puting a Grobner basis for each non-zero syndrome that we had
received.X. Chen, |.S. Reed, T. Helleseth y K. Truong revisited the
original Cooper's theory an they proposed to compute a generic
Grobner basis that can be used for all the possible syndromes.Finally
J. Fitzgerald y R.F. Lax applied this idea to affine variety codes.
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The syndrome variety of a cyclic code

Let « be a primitive root of x”—1 in the corresponding extension field
of Fgq (as ussual we will asume that mcd(n, g) = 1). Let g(x) be the
generator polynomial of a cyclic code whose roots are o't ..., a'
where {i1,...,ir} C{1,...,n—1}. The code C generated by g(x)
can be seen as the kernel in [Fg of the “parity check matrix”

]_ ail .. ail(nfl)
H=| - 1)

]_ O/’ PN aif(n_l)
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The syndrome variety of a cyclic code

Let € € ]FZ be a received vector where € = c+eandc e (C, e

the error. The following system of equations relates the syndrome s
corresponding to € with the error

[S] eo+ead+ea?i+- -+ el Vi = si, j=1,....r. (2)
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The syndrome variety of a cyclic code

Let € € Fy be a received vector where € = c+eandc € C, e
the error. The following system of equations relates the syndrome s
corresponding to € with the error

[S] eo+eal+ea®i+ - 4 eral Vi = si, j=1,....r. (2)

Let us assume that w(e) = 7 < t, where 2t + 1 = d the minimun
distance of C.
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The syndrome variety of a cyclic code
Consider the following polynomials:
f} = Y1Zf+Y2Zg+"'+YtZ;j—>9'; .j:]-a"'ar'
he = 7 —z, k=1,... ¢t
e = yIh -1, k=1,... ¢t

F={flj=1,....rfU{h|k=1,... .t} U{l | k=1,.
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The syndrome variety of a cyclic code

Consider the following polynomials:

f;_ _ y121j+)/22£j+"'+)/tz;j_xj7 j=1...r. (3)
hk = Z;(H-l — Zk, k = 1, ..., L (4)
e = yIh -1, k=1,... ¢t (5)

F={flj=1,....,rfU{h|k=1,... . tbU{l | k=1,....t}

and the ideal | C Fg4[x,z,y] generated by F. We will define the
syndrome variety as V(/), i.e.:

{p e FE2" | f(p) = h(p) = l(p) =0,V =1,...,r, k=1,... t}

and / will be denoted as the syndrome ideal.
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The syndrome variety of a cyclic code

The number of points in V(I) is (¢ — 1)*(n + 1)* therefore [ is a
zero dimensional ideal.
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The syndrome variety of a cyclic code

The number of points in V(I) is (¢ — 1)*(n + 1)* therefore [ is a
zero dimensional ideal.
V(1) contains all the needed information (and more) to decode €.
Suppose we have that

s = H¢ = He, w(e)=r1<t,

there are points in V(/) such that detemine the error locators and
error values of e. Those points are given by

p=C(s1,,...,5,0,...,0,a a2 . a7 x ... % b1, B, .... B,

where s1, s, ..., s, corresponds to the syndrome (coordinates x), the
non zero values e (error positions) are located by the coordinates
h,h,..., I and (1, B2,..., 3 are the corresponding error values.
The symbol * represents any non zero element in [Fy,.
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The syndrome variety of a cyclic code

For each syndrome s such that w(e) = 7 < t there are

C)T! (g— 1)

points in V(/) corresponding to the permutations on the variables
in z and the same permutation in the variables in y. Moreover, they
can be represented in other ways (Why?)
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The syndrome variety of a cyclic code

For each syndrome s such that w(e) = 7 < t there are

<i>7ﬂ(q1f7

points in V(/) corresponding to the permutations on the variables
in z and the same permutation in the variables in y. Moreover, they
can be represented in other ways (Why?)

Let Vs be the number of points in the variety for a given syndrome
s and S C [y be the set of all non zero syndromes with weigth less
or equal to t. Consider the set

£=Jvs (6)

seS
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The syndrome variety of a cyclic code

The number of elements in £ is
L/n\ [t
CEDY () <.>j!
=\

and in this set there is enought information for decoding any received
word with less than t errors. But the syndrome variety has many
more points that the set £.
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The syndrome variety of a cyclic code

The number of elements in £ is
t
n t\ .
(g —1)° () <.>J!
=\

and in this set there is enought information for decoding any received
word with less than t errors. But the syndrome variety has many
more points that the set £.

Example.
Consider the primitive BCH code with g = 2, length 31, dimension
11 and t =5, we have that

1V(1)] = 33554432

|E| = 24444275.
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The syndrome variety of a cyclic code

If we add to F los (;) the following polynomials

n_ _n
22 <M> kKA=1,..., ¢t (7)
Zj — Z)\

that forces to z, z) be zero one of them or both of them non zero
and different. Thus

<FU {ZkZA (zk Y > }Z,H) - (8)
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The syndrome variety of a cyclic code

If we add to F los (;) the following polynomials

Zk — Z)\

n_ _n
zkz>\<zk ZA), kKA=1,..., ¢t (7)

that forces to z, z) be zero one of them or both of them non zero
and different. Thus

(Ul (D), @

The direct computation of de £ from the above variety (for exam-
ple computing a Grobner basis) can be very hard computationally,
P. Loustaunau y E.V. York pointed an alternative strategy for dealing
with this problem based in elimination theory.
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Loustaunau-York “trick”

The key observation of L-Y work is the number of errors represented
by the (“pure”) point p is t minus the number of non zero coordi-
nates of p in the positions corresponding to z and that this number
of zeros can be computed by inspection of the different projections
of the variety.
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Loustaunau-York “trick”

The key observation of L-Y work is the number of errors represented
by the (“pure”) point p is t minus the number of non zero coordi-
nates of p in the positions corresponding to z and that this number
of zeros can be computed by inspection of the different projections
of the variety.

Definition.

Let X C ]FZm be a set of points, for each a < b we define the
projection of X over the first a coordinates as

H(X) = {p eFln | 3p' € Fg;a, such that (p,p’) € X} (9)

a
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Loustaunau-York “trick”

Theorem

Let 04 € IF’; be the all zero vector. Given € and its corresponding
syndrome s, the errors in € are exactly 7 if and only if

(s,00) € [JV(F), vk<t—r
r+k

and

(s,0c 1) ¢ [ (V(F).

r+t—7+1
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Proof of the theorem

Let s a syndrome corresponding to e such that w(e) = 7 < t. There
exist a point p and (s,0x) € [],, (V(F)) forall k <t —r.
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Proof of the theorem

Let s a syndrome corresponding to e such that w(e) = 7 < t. There
exist a point p and (s,0x) € [],, ,(V(F)) forall k <t —7.Let us
suppose that

p/ = (S,Ot_7—+1) S H (V(F))7

r+t—7+1

i.e., p’ extends to a point of the variety

Po = (plvfylw"777'—177717"'7771?) = (P/a%n) € V(F)
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Proof of the theorem (Cont. 1)

The vector v has a non zero entry (if not the syndrome would be

s = 0),
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Proof of the theorem (Cont. 1)

The vector v has a non zero entry (if not the syndrome would be
s = 0), more over, their coordinates can not be pairwise different
because in such a case it will represent an error and therefore we will
have two different error vectors with weigth less than t associated
to the samen syndrome Contradiction!.
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Proof of the theorem (Cont. 1)

The vector v has a non zero entry (if not the syndrome would be
s = 0), more over, their coordinates can not be pairwise different
because in such a case it will represent an error and therefore we will
have two different error vectors with weigth less than t associated
to the samen syndrome Contradiction!.

Thus there must exist two different 7, j such that v; = v; (i.e. po ¢
).
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Proof of the theorem (Cont. 1)

The vector v has a non zero entry (if not the syndrome would be
s = 0), more over, their coordinates can not be pairwise different
because in such a case it will represent an error and therefore we will
have two different error vectors with weigth less than t associated
to the samen syndrome Contradiction!.

Thus there must exist two different 7, j such that v; = v; (i.e. po ¢
£).Suppose w.l.o.g. that 73 = 72 and consider

p1 = (P\0,72, =1, M1, + M2s - sme) L+ £ 0
pr = (p,0,0,93,...,%—1,71,M,...,n¢) in other case.
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Proof of the theorem (Cont. II)

Again p1 € V(F) and we can repeat this costruction till we have
that the coordinates in ~ are all non zero and pairwise different.

This will represent an error with weigth strictly less than 7 Contra-
diction!,
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Proof of the theorem (Cont. II)

Again p1 € V(F) and we can repeat this costruction till we have
that the coordinates in ~ are all non zero and pairwise different.
This will represent an error with weigth strictly less than 7 Contra-
diction!,therefore

(s.01)¢ [[ (V).

r+t—7+1
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Proof of the theorem (Cont. Ill)

To proof the other implication suppose that

(s,00) € [JV(F), Vk<t—r
r+k

and (s,0:—711) & [I,4t—r11(V(F)). Then (s,0;;) extends to a
point in V(F), and this point can be associated to a unique error
vector of weigth exactly 7. 0J
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Loustaunau-York “trick”

Corollary

With the previous notation consider the set
FT={pecV(F)|p=_(s0¢7r %% ...,%)}. (10)

Then the set [],,,_,,;(I") contains exactly 7 different points with

the following shape
(Sa Otf‘l') alf)a

and the positions of the error correspond to the values /; such that
i=1,...,7T.
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Elimination

Lemma

[TVE) =v(nFqlx 21, ..., z)

r+k
A proof can be found in [AL96, th. 2.5.3].

Affine variety codes
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00000000000
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Elimination

Lemma

[TVE) =v(nFqlx 21, ..., z)
r+k
A proof can be found in [AL96, th. 2.5.3].

Consider now a lexicographical ordering <ex in Fg[x, z, y] such that
X1 <lex ** Rlex Xr =lex Z1 <fex "1 <lex Zt =lex Y1 =lex ** =lex Yt,

and let G be a Grobner basis of the syndrome ideal | w.r.t. <,
if we have in mind the theorem of elimination of variables then
Gk = GNFgy[x, z1,. .., z«] is a Grobner basis of the elimination ideal
INFg[x, z1,. .., 2]
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Rewritting the Theorem

Theorem
With the previous notation, given € and its syndrome s, the errors
in € are exactly 7 if and only if for each element g € G, we have
that

g(s,04) =0, Vk<t—r

and there exists one element g € G;_,41 such that

g(s, 0t—T+1) 7é 0.
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Rewritting the Corollary

Corollary

Affine variety codes
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Consider Gt—r1+1 = {g1,...,8s} and the vector &_, = (s,0;_;, 2)

where z is a new variable. The ideal

(Gt—rt1(8—7)) = (g1(&t—7), - - -, 85(&e—r)) C Fyql2]

(11)

is generated by the error locator polynomial, moreover, this polyno-

mial is one of the polynomials evaluated in

gl(gt—T)7 R 7gs(§t—7)'
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Proof.

First part of the corollary is a direct translation of the previous
theorems and corollary. In oreder to proof the second part we must
check that G;_,41(&t—+) is a Grobner basis, but this is always true
in the zero dimensional w.r.t. a lexicographic ordering (see [Gia89]).

L]
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Descoding with the S.V.

In the conditions of the previous corollary we could compute the
error locator polynomial from the ideal (Gi—,(&r—r—1)) since this
ideal is generated by z times the error locator polynomial.

This is true because in this case the variety are those points project-
ing points from £. The points in V(F) \ £ whose coordinates in x
corresponds to a syndrome s are the points of Vs with two or more
zero coordinates in z where substituted by the same element in IF,,.
But for the t — 7-th elimination ideal there is only one free variable
in z thus the previous situation is impossible.
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Descoding with the S.V.

In the conditions of the previous corollary we could compute the
error locator polynomial from the ideal (Gi—,(&r—r—1)) since this
ideal is generated by z times the error locator polynomial.

This is true because in this case the variety are those points project-
ing points from £. The points in V(F) \ £ whose coordinates in x
corresponds to a syndrome s are the points of Vs with two or more
zero coordinates in z where substituted by the same element in IF,,.
But for the t — 7-th elimination ideal there is only one free variable
in z thus the previous situation is impossible.

In the same fashion we can obtain that the generator of the ideal
(Gi(€k_1)) is 2™t — z forall k < t — 7.
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L-Y method for decoding

1. Compute the elimination ideals
Gy, k=1,... ¢t

(One Grébner basis computation).

Affine variety codes
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L-Y method for decoding

1. Compute the elimination ideals
Gy, k=1,... ¢t

(One Grébner basis computation).

2. Evaluate the generators of G in x = s and check if the
independent terms are zero or not.
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L-Y method for decoding

1. Compute the elimination ideals
Gy, k=1,... ¢t

(One Grébner basis computation).

2. Evaluate the generators of G in x = s and check if the
independent terms are zero or not.

3. Once we have find the first non zero compute the error
locator polynomial and factorize it.
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Note that in the previous discussion we assume that we know the true
minimum distance of the cyclic code. This is not a trivial problem
in the general case, in some of the papers of de M. Sala it is shown
how to compute it from the syndrome variety. The general case for
an arbitrary linear code can be found in Borges-Borges-Martinez.
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Example [Yor94]

Consider the BCH binary code with parameters [15,5, 7] with syn-
drome ideal generated by

F = {znn+tznt+znt+x,z2+25+2+x, 20 +2 + 25 + xs,
16 16 16
Z]. —Z]_, 22 —22, 23 —23}

where the variables in y are not included since we are in the binary
case. If we compute a Grobner w.r.t. the lexicographical ordering
X1 < X2 < x3 < z1 < z» < z3 we have the following (the polynomials
involving only variables in x are ommited since they are 0 when
evaluated at a syndrome).



G

Gy

Gs

Decoding
00008000

Example [Yor94] (Cont. 1)

{2116 — 71, Zixo + 23 + ZExixo + ZExt + z21x3 + Z1XEx0+
X1x3 + X22 + Xf’Xg + x16, 213X3 + zfx15 + 212X1X3 + 212X16 +
21X29X32 + 21x13x§X§ + 21X§X32 + 21X19X2X§ + 21X12X3 + leiloxg +
zlxllg'xé3 + zlxlloxg + zlexz + 21X17 + xlxgxg + xfxgx32 +
xlxé'xs? + x110x2x32 + Xox3 + Xflxg + X114X§ + Xlllxé'}

Gl U {2216 — 7o, 21222 + 222X1 + 21222 + 22x12 + 212X1 + 21X12+
X2 + Xf, 222X2 + 222X13 + z120X0 + 2122Xf + Zox1X2 + ZzX{1 +
212X2 + zfxf + z1x1x2 + zle + x3 + xlzxz, 222X3 + zzzxf +
Z179X3 + 2122X15 + zox1X3 + zzxf + 212X3 + 212x15 + z1x1x3 +
zle + x§x32 + xfx§x§ + x§x§ + x19x2x§ + x12)<3 + x11°x§’ +
x113x§3 + x110x24 + xfxz + X17}

GQU{zm+zn+z21+x}.
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Example [Yor94] (Cont. II)

Let o be a primitive element in Fig such that a* + a+1 = 0.
Suppose we have sent the word 0.
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Example [Yor94] (Cont. II)

Let o be a primitive element in Fig such that a* + a+1 = 0.
Suppose we have sent the word 0.

Suppose that an error has been made in position 2, the syndrome

for that error is s = (a, @3, %), and evaluating

Gi(&) = {z'°+z},
G(&1) = {2+ 2z o’z +az),
G3(&2) = {z+at
Thus the varieties generated by Gi(&) and Gz(&1) has 0 among

their points and G3(&2) gives us the error locator polynomial z + .
Moreover, Go(&1) is generated by z(z+ a) and Gi(&) by 25! +z.
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Example [Yor94] (Cont. II1)

Suppose now two errors in positions 2 and 4. Now the syndrome is

s = (a?, a, 0410) and
Gi(&) = {2842z a2 +a"2% +a%z, 28 + at2% 4+ 002},
G(&) = {2°+2z a2 +a3z+a®3,

0413Z2+Od72—|—0[2, a522—|—a14z+a9}.

The variety generated by G;(&p) contains the point 0 and those
elements not z1® + z in Gy(&1) factorize as

P22+ aPz+aB® = P(z+a)(z+ %)
aB22+a’z4+0? = aBz+a)(z+ %)
?22+atz4+0° = P(z+a)(z+ad)

i.e. the error locator polynomial is (z + a)(z + o3).
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Example [Yor94] (Cont. 1V)

Finally suppose three errors in positions 2,4 and 7. The correspond-
ing syndrome is s = (a + o2, a + o3, a®) and

16 7.3 12_2 8 2 _3 5_2 10
Gi(&) ={z"+z, a'Z2+a“z"+a°z+a", 2+ a’z°+az+a™"}
The elements not z1% + z factorize as

B+ a22 4a874+0% = (P45 +az+al)
a'(z + a)(z + 3)(z + ).

and the error locator polynomial is

(z+a)(z +3)(z + ).
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Complexity of computing GB with Buchberger algorithm is double
exponential with is a serious obstruction to the previous setting.
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FGLM

Complexity of computing GB with Buchberger algorithm is double
exponential with is a serious obstruction to the previous setting.
We will show briefly how FGLM techniques (from J.C. Faugere,
P. Gianni, D. Lazard, T. Mora [FGLM93]) for 0-dim ideals can help
in this case. This techniques make use of the linear structure in
the 0-dim case for computing a GB wrt a certain monomial ordering
once we know the GB wrt another ordering.



Introduction
o]

Our setting

The syndrome variety
0000000
0000000

0000

FGLM

Y1Zf +Y2Zg +"'+Yt2£j

z£+1—zk, k=1,...,t.

yIt—1, k=1,...,t

Decoding
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-xj, Jj=1,...,r.

Affine variety codes
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1,...,r}U{hk|kZl,...,t}U{/k|k:1,...,t}
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Our setting
_ ij ij ij -
f_;' — }/121+)/222+---+Ytzt—xja J_la"'vr'
he = Z;(H—l—zk, k=1,... ¢t
— 91 —
Iy = Yy -1, k=1,... ¢t

F={filj=1...,r}U{hc | k=1,...,t}U{l | k=1,...,t}
Lema

Fis a GB for | C Fq[x,z,y] w.r.t. the lex. ordering with

Vi<1...<1¥+<121...<12Z<1X1...=<1Xp.
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Aim :

For decoding as Loustaunau-York we must compute the GB w.r.t.
the lex ordering given by

Xp <2 =2 X <221 <20 <272 <2 )1 <20 =<2 Ve
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Since F is a GB then the map

r: IFq[x,z,y] — Fq[’@LY]/’
f — ?Zl—i-l,

is a vector space homomorphims and a basis of the vector space are
the monomials

t
Hya"zb", 0<a;<qg—2,0<b; <n,
i=0

and the dimension of Fg[x, z,y]// as Fq-vector space is (n+1)*(qg—
1)t
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Order the monomials in Fy[x,z,y] w.r.t. <, any monomial x?zPy®
is either reduced w.r.t. F, or a multiple of a leader term in F.
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Order the monomials in Fy[x,z,y] w.r.t. <, any monomial x?zPy®
is either reduced w.r.t. F, or a multiple of a leader term in F.

l.e. any polynomial f = "7 oix2izPyS with leader term x? zP y©
w.rt. <2 and (0o, ...,0,) € Fy is in the ideal / iff

v 12
r(Z oix?izPiy) = Z oir(x®z%y%) = 0. (12)
i=0 i=0
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The problem of finding leader terms w.r.t. <5 reduces to compute
an element o in the kernel of a matrix (v + 1) x (n+ 1)!(g — 1)*,
moreover, since the system is 0-dim there are only a finite number
of linear systems to solve. Also if we include a leader term we do
not need to include its multiples (border).
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FGLM: Loustaunau-York

Input: F GB w.r.t. <1 and <.
Output: G reduced GB of (F) w.r.t <.

Affine variety codes
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00000000000
00000
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FGLM: Loustaunau-York

1: LPP «[], G < [], Mbasis « []
2: PowerProducts « [], x(jy « 1
3: while x(; # null do

4:

© N oo

9:
10:
11:
12:
13:
14:
15:

if x(;) not divisible by an element in LPP then
r(x(m) <= X)L,
if there is a linear relation r(x(;)) = Zr(xU))eMbaSis ajr(x()) then
8i < X(i) — Zr(x(j))GMbasis O'jr(X(j)),
G «— [gf7 G]v
LPP « [x(;), LPP]
else
Mbasis « [[x(;, r(x(i))], Mbasis],
InsertNext(x(j).
end if
X(iy < NextMonom.
end if

16: end while
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FGLM: Loustaunau-York

Variables locales

e PowerProducts: List of terms ordered w.r.t. <».
e LPP: Leader terms of G.

o Mbasis: List of pairs [x(;), r(x(j))] where x;) is an element of
the basis of Fq[x,z,y]/ (G)
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FGLM: Loustaunau-York

Procedures

e NextMonom: Erases the 1st element in list PowerProducts
and returns “null” if it is empty.
e InsertNext(x(j)): Adds to the list PowerProducts the

pFOdUCtS X1X(,~), RN ,XrX(,-), 21X(,-), RN ,ZtX(,-), y1X(,'), - ,th(,')
and order the list w.r.t. <».
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FGLM: Loustaunau-York

Procedures

e NextMonom: Erases the 1st element in list PowerProducts
and returns “null” if it is empty.

e InsertNext(x(j)): Adds to the list PowerProducts the
pI’OdUCtS X1X(,~), RN ,XrX(,-), 21X(,-), ceey ZtX(,-), y1X(,~), RN tX(;)
and order the list w.r.t. <».

For our pourpose we do not need the complete GB sxince we are
only interested in Gy, i.e., we can modify InsertNext so that the list
will not include those monomials with a variable y;.
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Affine variety codes

J. Fitzgerald y R.F. Lax in [FL98] propposed the following evaluation
codes. Let | C Fg[x1,...,Xs] be an ideal and consider the ideal

lg=1+ {4 —x1,....,x7 — xs). (13)

l.e., the variety V(/y) are the [Fq-rational points in V(/) and /4 is a
zero dim. ideal and radical.

V(lg) ={P1,P2,..., Pn}, (14)
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Decoding Affine variety codes
Affine variety codes
The evaluation is as follows
ev:Folxt,....,xs)/lg — Fg (15)
f+lq — (f(Pl),f(PQ),...,f(Pn))

and it is an isomorphism (as Fg-vector spaces).
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Affine variety codes

The evaluation is as follows

ev:Folxt,....,xs)/lg — Fr

Fr, s (F(PL), F(P). ...

and it is an isomorphism (as Fg-vector spaces).

Definition.
Let L be a Fg-vector subspace of Fg[x, ..., xs]//

00000

. The affine variety

code C(lg, L) is the image of L in the evaluation ev.
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Affine variety codes

Example.
Sea | = (x971 — 1) C Fg[x], (i.e. Ig=1), and

L:spanFq{l—i-/,x—i-I,x2+l,...,xk+/} C Fqlx]/1.

C(I, L) is the Reed-Solomoncode of dimension k over Fg.
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Theorem

code.

Affine variety codes
0000

00000000000
00000

Every linear code C over [F; can be represented as an affine variety
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Affine variety codes

Theorem
Every linear code C over [F; can be represented as an affine variety
code.

Proof. _ _ _
Let C be an [nk,d] linear code over F, with a generator matrix

G = (gjj) where gjj € Fg, 1 <i < k, 1 <j < n. Choose an integer
s such that ¢° > n. Take n distinct points Py,--- , P, where P; =
(Pj1, Pj2, - - -, Pjs)- Consider the ideal | = Z(P) C Fg[xq,...,xd].
The polynomials

s

wibas o) =TT (1= (=p)), j=1....n (16)
=1
U
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Affine variety codes
Proof (Cont.)

have the following property

wn={25zem e

Let xj + Iq € Fg[x1,...,Xs]/lq be the equivalence classes for
j=1,...,nand

fitlg=|> gi(xj+la)| €Falaa,....xl/lg, i=1,... k.
j=1

Take L as L = spang,_{f; + lq}f;l and it follows that
C = C(lg, L). O
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Decoding AVC

€= Clly. L)

I = <g17g27---,gm>CIFq[X]_,...,XS]
L = Span]pq{ﬂ—l-/q,...,fr—l-/q},f,-EIF'q[xl,...,xs],i:L,__
V(Iq) = {Pl, PQ, e Pn} C Fg
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Decoding AVC

¢ = Cll, L)*
I = <g17g27---7gm> CFq[Xl,---,XS]
L = spang {fi+1g.... T +1lg}, ficFylx,....x], i=1,....r

V(Iq) = {PlaPZa"an}CIFZ.

Suppose we have received the word y = (y1,...,¥n), the corre-
sponding syndrome s is

Si:ZYIfi(Pj), i=1,...,r. (17)
=
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Decoding AVC

If y =e+ c where c € C and w(e) =t then

s; = Ze,-f,-(Pj), i=1,...,r.
j=1

Affine variety codes
00000

O@000000000
00000

(18)
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Decoding AVC

If y =e+ c where c € C and w(e) =t then
si=Y efi(P), i=1,....r. (18)
j=1

Consider the polynomial ring ( Note that e;, ..., e; are now vari-
ables)

T =Fg[x11, -y X1y ooy X1y - s Xesy €15 - - -, €] (19)

and the following polynomials in the ring T

t
hi:Zej’f}(le,...,st)—Si, i:]-,-"7r (20)
j=1
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Decoding AVC

We will define the ideal
E = (<g/(le, o xs), hie Tt — 1>)q (21)
wherei=1,....r,j=1,...,tand /[ =1,..., m. Note that despite

the notation Ey the ideal is the same for all the words with same
syndrome (i.e. in the same coset).
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Decoding AVC

Theorem.

If there are exactly t errors (t as usual the error correcting capability)
in the position corresponding to P;; and the error values are e;, j =
1,...,t then there are t! points in the variety V(Ey) corresponding

to
{<Pia(1)7 ey P,'U(t), e,-d(l), ey e,-a(t)) }aeSt (22)

where S; is the symmetric group acting on t elements.
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Decoding AVC

Theorem.

If there are exactly t errors (t as usual the error correcting capability)
in the position corresponding to P;; and the error values are e;, j =
1,...,t then there are t! points in the variety V(Ey) corresponding

to
{<Pi(7(1)7 ey P,'U(t), e,-d(l), ey e,-g(t)) }O'Est (22)

where S; is the symmetric group acting on t elements.

Proof.

From the symmetry of the polynomials in Ey it is clear that the
points in (22) are in V(Ey). Suppose that we have an extra point
in the variety not in (22), this will be a contradiction with the fact
that we have an unique error vector e of weight t. O
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Consider the term ordering <1 extending the lex. ordering with
X11 <1 X12 <1 ... <1 X15 <1 €1

in the variables xq1, x12, ..., X1s, €1 and let <5 any other term order-
ing in the rest of the variables. Given two monomials in T we have
thatj they are “like” MiN; and MyNo, where My, M, involve only
variables xi1, x12,...,X1s, €1 and Ny, Ny in the remaining variables.
We define the following elimination ordering < (for the variables
X11,X12, - - -, X1s, €1) as follows

My <1 My

If Mi = M> then Ni <5 No. (23)

MiNy < MoNy <— {
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Decoding AVC

Theorem.

Let G be a Grobner basis for the ideal Ey w.r.t. the previous mono-
mial ordering (23). We can compute the error positions and er-
ror values applying elimination to the ideal Ey over the variables
X11,X12,...,X1s, €1.



Affine variety codes

0O0000e00000

Decoding AVC

Theorem.

Let G be a Grobner basis for the ideal Ey w.r.t. the previous mono-
mial ordering (23). We can compute the error positions and er-
ror values applying elimination to the ideal Ey over the variables

X11, X125 - - -y X1s, €1-
Proof.
Consider the elimination ideals
J = Ey N Fq[Xll,Xlg, e vy X1s, e1]
Ji = EyﬂFq[Xll,Xlz,...,X]_,'], i=1,...,s.
The set G NFy[x11, X12, . .., X1s, €1] is a Grobner basis of J w.r.t.

the ordering <1 thus G NFg[x11, x12, ..., x1;] is a GB for J; wrt <3
foralli=1,...,s. O
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Proof. (Cont.)

Consider {g1(x11)} = G NFy[x11] the generator of the (principal)
ideal J1. The roots of the polynomial gy are the first coordinate of
the points in V(Ey). Substituting each of them in G N Fq[x11, x12]
we get poly's in the variable x;» thus we can solve up to the
variables s x11, x12, . . ., Xis, €1 for each point in V(Ey). O
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Example

Consider the ideal | = (y? +y — x3) C F4[x,y] and F4 = F>[q]
where a? = a + 1. The points in V(/) are

’Dl :(070)) P2:(O)1)a P3:(17a)7 P4:(1,O[2),
Ps = (a,a), Ps=(a,0?), Pr=(a?a), Psg=(a?a?).

Consider the vector space

L = spang, {1+ lp,x + la,y + la, x> + la,xy + la } .
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Example ...

A parity check matrix for the code C = (L, Is)* is

111 1 1 1 1 1

001 1 a a o o
01 aa &2 a o> a a?
001 1 a®> &> a «
00 aa o2 &> 1 1 «

and the code has minimal distance 5 (haha!!ll tricky).
Suppose we have recieved y = (0,0,1,0,0, «,0,0), its syndrome is
s = (a?,a,02,0,0).
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Example ...

Ey in Fa[x1,y1, %0, y2, €1, €] is generated by

4 4 3 4 4 3
X1 —X1,Y1 —Y1,€1 _17X2 —X2,Y2 — V2,65 _17
2 3 2 3
Yi+y1—X3, Y +yo— X3,
2 2 2 2
e1t+ e —a’eixy+ex—a,eyr + ey —at, e1xy + exs,

e1x1y1 + exoyo.

A GB for Ey for the lex ordering extending x; < y1 < e1 < x2 <
y2 < e is

G = {X12+042X1+04,}/1 + axy, e1 + x1, X + x1 + o,
Y2+ax1+1,62+X1+a2}.
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Example ...

The error locator roots (1st coordinate of the point locators) are the
roots of the polynomial x? + a2x; + a, i.e. 1 and a. Plug them in
y1 + ax; and we get the second coordinate o and a? respectively,
i.e. the points are P3 and Pg. Finally, equation e; + x; we get that
the error value is the first coordinate of the points.
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Precomputing the error locators

The previous algorithm is far away from being practical since we
need to compute a GB for each different syndrome.
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Precomputing the error locators

The previous algorithm is far away from being practical since we
need to compute a GB for each different syndrome. J. Fitzgerald
y R.F. Lax en [FL98] propposed to add new variables s1,...,s, to
the ring corresponding to the syndromes. Now computing the GB
is more complex but we do it only once.
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Precomputing the error locators

T ="Tls1,.-,5]

Consider the polynomials in 7

t
hiZE ejfi(lew-jos)_Sia i:17"'7r
=1

remember that now s; i = 1,...,r are variables.

Affine variety codes
00000

00000000000
O@000

(24)

(25)
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Precomputing the error locators
T ="Tls1,.-,5]
Consider the polynomials in 7
t
hi:Zejﬁ(lea"'a){is)_sia i:17"'7r
j=1
remember that now s; i = 1,...,r are variables.Let

E= (<g/(le, 5 Xjs), hi, ejq_1 — 1>>q cT

withi=1,...,r,j=1,...;tand /=1,... m

Affine variety codes
00000
00000000000
0@000

(24)

(25)

(26)
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Precomputing the error locators

Let < a (any) term ordering for the variables s1,...,s, and < the
term ordering defined in T before (23). Given two terms in 7 they
look like My Ny and M, N, where My, M5 involve only those variables
in s1,...,s and Ny, N> are monomials in T. Define the following
ordering on 7 <’ asx follows

My <s Mo

If My = M5 then Ni < No. (27)

My Nq <! Mo Ny <— {
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Precomputing the error locators

Teorema.

Let G be a GB of the ideal £ w.r.t. the monomial ordering <’
defined in (27) and suppose there are t errors. We can compute
the error positions and error values applying elimination to the ideal
with the value of the syndrome in the variables s1,...,s,.
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Example

Same code as previous example. The ideal & en
F4[517 52,53, 54, S5, X1, Y1, X2, Y2, €1, 62] is generated by

Xf *Xla}/f - Y1, ef - 17X§ - X2ay§ - Y2, e23 - 1>
AN =X +y—%,

€1+ & — s1,e1X1 + eX2 — Sz, e1y1 + €2)2 — S3, 61X12 + 62X22 — S4,
e1x1y1 + eXoy2 — S5

A GB computed with Macaulay wrt <’ where <5 and <, are the
dgrevlex contains 119 polynomials.
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